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Abstract More and more wireless networks and devices now operate on multiple
channels, which poses the question: How to use multiple channels to speed up com-
munication? In this paper, we answer this question for the case of wireless ad-hoc
networks where information dissemination is a primitive operation. Specifically, we
propose a randomized distributed algorithm for information dissemination that is very
near the optimal. The general information dissemination problem is to deliver k infor-
mation packets, stored initially in & different nodes (the packet holders), to all the
nodes in the network, and the objective is to minimize the time needed. With an eye
toward the reality, we assume a model where the packet holders are determined by
an adversary, and neither the number k nor the identities of packet holders are known
to the nodes in advance. Not knowing the value of k sets this problem apart from
broadcasting and all-to-all communication (gossiping). We study the information dis-
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semination problem in single-hop networks with bounded-size messages. We present
arandomized algorithm which can disseminate all packets in O (k(]i_- + %) + log2 n)
rounds with high probability, where F is the number of available channels and P is the
bound on the number of packets a message can carry. Compared with the lower bound
2 (k(% + 7%)), the given algorithm is very close to the asymptotical optimal except for
an additive factor. Our result provides the first solid evidence that multiple channels
can indeed substantially speed up information dissemination, which also breaks the
£2 (k) lower bound that holds for single-channel networks (even if P is infinity).

Keywords Informationdissemination - Multi-channel wireless network - Distributed
algorithm - Randomized algorithm

1 Introduction

More and more wireless devices, such as those using Wi-Fi (IEEE 802.11 1999)
or Bluetooth (Bluetooth 2007), are going for multiple communication channels as
opposed to relying on a single channel. This raises a fundamental question: How
much can we gain by exploiting multiple channels in communications? Surprising,
many answers to this question by researchers in computer science communities have
only started to emerge recently. This paper tackles a case where this question is still
largely unanswered: information dissemination in a wireless ad-hoc network. Wireless
ad-hoc networks are among the most common ones in today’s scenarios because of the
proliferation of personal wireless devices and gadgets. This kind of ad-hoc networks
have no pre-defined structure, and they are usually “one-hop” because of the small
physical area or locality (e.g., a mall) within which they are formed. Due to the fact that
in reality, wireless networks that are formed on the spot seldom have any centralized
control, and nodes in such networks are too transient to serve as one, we pay our
attention to distributed solutions.

Information dissemination is the most fundamental operation of all that support the
smooth running of a network. More precisely, in a network with n nodes (wireless
devices), where nodes have access to F > 1 channels, the information dissemination
problem (IDP) is to disseminate k information packets, initially stored at kX unknown
nodes (the packet holders), to the entire network. The objective is to minimize the
time needed. Information dissemination is a basic building block for many upper-
layer applications, such as routing (Carzaniga et al. 2012), network topology learn-
ing (Gobjuka and Breitbart 2010), and service/resource discovery (Mian et al. 2009).
Two special cases of and well known IDPs are broadcasting (k = 1) and all-to-all
communication (sometimes called gossiping) (k = n).

In single-channel networks, §2(k) is an inherent lower bound for disseminating k
packets. This is true even if a message can carry an unbounded number of information
packets, since each packet holder needs to exclusively occupy the channel in a round
in order to send its packet to at least one other node. Our question then is whether the
availability of 7 > 1 channels can significantly accelerate information dissemination,
and if it can, whether F times speedup is possible. To achieve the ideal speedup is
easier hoped than done, for the simple reason that in each round a node can only operate
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on one channel out of the F channels; and to have a successful transmission, the sender
must be the only one using the channel because of the possibility of collision. To avoid
collisions, the nodes need to carefully coordinate their transmissions. This is difficult
under the assumptions that there is no global information on the network topology and
nodes have no knowledge about the other nodes, in particular who hold the packets
initially. Much to our surprise, by using a novel information dissemination algorithm,
these difficulties can actually be overcome and an F times speedup is attainable. We
show how this is done in the following.

1.1 Network model and problem definition

In a single-hop network, each node can directly communicate with any other node.
There are F channels in the network, denoted as {1, 2, ..., F}. Time is divided into
synchronized rounds. Each node is equipped with a single half-duplex radio trans-
ceiver, such that in each round, each node can select only one of the F channels to
listen to or transmit on, but not both. A node operating on a channel in a given round
learns nothing about events on the other channels. When a node v listens to a chan-
nel, it can receive a message if and only if there is only one node transmitting on the
channel. If two or more nodes transmit on the same channel, a collision occurs and
none of these transmissions would be successful. It is assumed that nodes can detect
collisions, i.e., nodes can distinguish collision from silence.

Definition 1 (Information dissemination) In a wireless network of n nodes, where
there is a subset of k < n nodes each having a distinct piece (packet) of information,
the information dissemination problem (IDP) is to disseminate all these k packets to
every node in the network in the fewest rounds.

In order that our algorithm can work in a wide range of scenarios including the worst-
case ones, we assume that the initial packet holders are determined by an adversary.
Nodes have no knowledge about the network except a polynomial upper bound on the
network size n. As shown in the subsequent sections, a polynomial estimation only
affects the time complexity of the proposed algorithm by a constant factor; in reality,
a rough estimate of n is not difficult to obtain if it is really necessary. For simplicity,
we use n itself to denote the estimate.

We study the IDP under the bounded-size message model which we think should be
practical. It defines a limit P on the number of packets in a transmitted message. The
design of our algorithm does not assume any particular specific values for P, although
we believe for some special values, further improvements are possible.

In what follows, when we say an event occurs with high probability, it means that
the event occurs with probability 1 — n~¢ for a certain constant ¢ > 0.

1.2 Our result

In multi-channel single-hop networks, we present a randomized algorithm that can
deliver all k packets to the entire network in O (k(]l_— + 7%) + log2 n) rounds with high
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probability. We also give an .Q(% + %) lower bound. In the cases where P > F, our

algorithm has running time O (%), which achieves a F times speedup over relying on
just a single channel (for which £2 (k) is always a lower bound even when P = 00).
This is the best possible speedup considering the Q(]ﬁ_-) lower bound.

In the unbounded-size message model, i.e., P = n, the best known distributed
algorithm for information dissemination in single-hop networks with F channels is

log? n

given in Daum et al. (2013), which can disseminate k packets in O(k + = +

log nloglog n) rounds. In contrast, our algorithm has running time 0(]5__ +log? n) in
this case, which is F times faster when k is large.

Almost all previous algorithms use a direct way to accomplish information dissem-
ination, i.e., they let each packet holder send its packet directly to all other nodes. This
would yield an £2 (k) lower bound, even when multiple channels are used and each
message can carry multiple packets, since each node can receive at most one message
at any one time. Here we use an indirect approach to break this lower bound. The pack-
ets are first collected to a small number of elected disseminators by transmissions on
multiple channels, and then these disseminators would broadcast the collected packets
on a speical dissemination channel. The key feature of the indirect approach is that
each packet holder only needs to send its packet to a disseminator on one channel,
rather than to every other node. Meanwhile, the number of disseminators is upper
bounded by O (F log n), which ensures that the contention level on the dissemination
channel is not high and each disseminator can broadcast their packets very quickly.
By properly selecting the transmission channels and adjusting the transmission prob-
ability, the packet collection procedure can be accomplished in O(]ﬁ:) rounds with
high probability, which is a key contributor in the efficient running time of the given
algorithm.

1.3 Related work

The information dissemination in single-channel single-hop networks is a classi-
cal problem. Distributed algorithm research on this problem can be dated back to
1970s (Hayes 1978), and there is a long line of literature addressing this fundamental
problem under different settings, e.g., Chlebus et al. (2006), Clementi et al. (2001),
Fernandez-Anta et al. (2013), Goldberg et al. (2004), Kowalski (2005), Martel (1994),
and Yu et al. (2012). Because in single-channel networks, the capacity of a message
does not significantly impact the complexity of information dissemination, almost all
previous work assumed unit-size messages each of which can only take one packet.
The study of distributed algorithms in multi-channel wireless networks is rela-
tively recent. There are some recent papers focusing on information dissemination
in multi-channel single-hop radio networks. Except Daum et al. (2013), the known
results are all under the unit-size message model. The impact of multiple channels
on information dissemination with unit-size messages is limited if nodes can only
operate on one channel at a time. £2(k) is a trivial lower bound for this case, since
each node can receive at most one message in a round. In Holzer et al. (2011), Holzer
et al. (2012), addressed the issue of how many channels are enough to achieve the
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optimal @ (k) bound. In a very recent paper Daum et al. (2013), by proposing a ran-
domized algorithm with running time O (k logn + @ + lognloglogn), Daum et
al. showed that when k is small, the availability of multiple channels can give a result
slightly better than that for single-channel networks. A different result is given in
Shi et al. (2012), with the assumption that nodes can listen to and receive messages
from multiple channels concurrently, Shi et al. (2012) gave an O (log k loglog k) time
randomized algorithm using ® (n) channels. Regarding information dissemination in
the unbounded-size message model, the only known result was given in Daum et al.
(2013), where the presented randomized algorithm could accomplish information dis-
semination in O (k + @ + log n log log n) rounds with high probability. This result
does not break the §2(k) lower bound for single-channel networks. So far, there are
not known results on the general information dissemination problem for multi-channel
networks with bounded-size messages.

There are also some recent work addressing other fundamental problems in multi-
channel wireless networks, such as maximal independent set (Daum et al. 2013), leader
election (Daum et al. 2012a), wake-up (Daum et al. 2012b) and broadcast (Dolev et
al. 2011).

Bounded-size messages have been considered in some studies of the gossip prob-
lem. In particular, in Bermond et al. (1998), with the same bounded-size message
model as assumed here, Bermond et al. studied the exact complexity of the gossiping
in some special graphs. In Bar-yehuda et al. (1993), with a log n restriction on the mes-
sage size, Bar-Yehuda et al. presented a randomized gossiping algorithm for unknown
topologies. The b(n)-gossip problem, where the number of packets in a single-message
is bounded by an integer function b(n), was studied in Christersson et al. (2002).

2 Information dissemination algorithm

We now start presenting our algorithm. For easy of description and analysis, we denote
f = F — 1. The proposed algorithm needs an estimate of k as input. In this section,
we assume that nodes possess the same estimate k of k with k € [k, 16k]; we give an

algorithm for deriving such an estimate in Sect. 3. We assume that F < 4/ k /16logn.

Otherwise, the algorithm only uses the first 4/ k /161og n channels, since the algorithm
would not benefit from utilizing more channels.

2.1 Algorithm overview

The algorithm uses an indirect way to accomplish information dissemination. Specif-
ically, the algorithm consists of two consecutive procedures: packet collection and
packet dissemination. In the packet collection procedure, nodes send their packets
to a small number of elected nodes called disseminators. The first f channels (of
the F channels) are used for collecting packets in this procedure. Then in the packet
dissemination procedure, disseminators broadcast collected packets on the special
dissemination channel (the F-th channel).
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At the start of the algorithm, a preprocessing stage is executed to elect f dissemina-
tors, each of which will listen on a different channel of the first f channels and collect
packets transmitted by non-disseminators in the packet collection procedure. In the
packet collection procedure, each non-disseminator selects a channel from the first f
channels uniformly at random to transmit with well tuned probability in each round.
Uniform selection of channels ensures that the contention on each channel is aver-
aged out over multiple channels. The transmission probability of non-disseminators is
adjusted based on the number of received messages by the disseminators, which reflects
the contention level on the channels. With the adjustment strategy, in the analysis, it
can be shown that the sum of the transmission probabilities of non-disseminators on
each channel is always at the level of ®(1). In other words, a constant number of non-
disseminators transmit on each channel in expectation in each round, which ensures
that each disseminator can receive §2(1) messages on average. This is a key point in
the derivation of the O (%) bound on the running time. When the transmission prob-
abilities of non-disseminators increase beyond a set threshold, the packet collection
procedure ends and the packet dissemination procedure starts. In the packet dissemi-
nation procedure, disseminators broadcast stored packets on the special dissemination
channel. Note that here the disseminators not only include those elected at the beig-
inning, but also non-disseminators failing to send their packets to disseminators in
the packet collection procedure whose number can be upper bounded by O (F logn).
So there are totally O(F logn) disseminators operating in the packet dissemination
procedure, which makes sure that the dissemination channel has a low contention
level and each disseminator can broadcasts their stored packets very quickly. The
reason why we impose an ending condition instead of letting all packets to be col-
lected to the elected disseminators is that when the number of non-disseminators
is small, the utilization of multiple channels has no significant impact on packet
collection.

There are four states that nodes may be in during the execution of the algorithm: the
waiting state W, the information submission state I, the disseminator collection state
C and the disseminator broadcast state B. States C and I are for the packet collection
procedure, and state B is for the packet dissemination procedure. Initially, all nodes
without packets are in state W in which nodes do nothing except listening on the F-th
channel.

2.2 Preprocessing stage

All packet holders first perform a preprocessing stage to elect the disseminators. The
disseminators are elected using the leader election algorithm in Daum et al. (2012a)
2
which can elect exactly one leaderin O ( l”ﬁ- " +log n) rounds with high probability. The

preprocessing stage is divided into f phases, and each phase contains © ( l"]g_-z " +logn)

rounds which is an upper bound on the running time of the leader election algorithm.
In each phase, packet holders that are not elected as leaders in previous phases execute
the leader election algorithm. After the preprocessing stage, with high probability, f
leaders are elected, which will work as disseminators in the subsequent procedures.
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In the following description, we assume that exactly k leaders are elected. The error
probability will be considered in the analysis. After the preprocessing stage, the elected
disseminators enter state C and other packet holders enter state I.

2.3 Packet collection procedure

In the packet collection procedure, the disseminator elected in the i-th phase of the
preprocessing stage listens on channel i and collects packets that are transmitted
on this channel, while packet holders in state I transmit on the first f channels in
order to send their packets to the disseminators. At the beginning of the procedure,
elected disseminators are in state C and other packet holders are in state 1. The execu-
tion of this procedure is divided into phases, each of which contains ¢; log n rounds,
where ¢; is a given constant. Between two consecutive phases, there is an adjust-
ing round for adjusting the transmitting probability py of nodes in I based on the
number of received messages by the disseminators in the past phase. When p; has
increased to above a threshold, all remaining nodes in state I and all disseminators
in C enter state B, and start executing the packet dissemination procedure. In other
words, these remaining nodes in I work as disseminators in the subsequent packet
dissemination procedure to directly broadcast their packets. We next give detailed
descriptions for the operations in state C and I respectively, which is also given in
Algorithm 1.

2.3.1 Information submission state 1

In each round of every phase, each node v in state I selects one channel from the
first f channels uniformly at random and transmits with a specific probability p; on
it. In the adjusting rounds, all nodes in state I listen on the F-th channel. The initial
transmission probability ps of v is set as f/ 2k. After each phase, v adjusts p; based
on whether detected transmissions in the adjusting round. Once v has successfully
transmitted a message on the selected channel, i.e., it transmits in a round and does
not sense any other transmission on the selected channel, v enters state W and listens
on the F-th channel from then on. When the transmission probability p; is increased
to at least -——, v joins state B.
cjlogn

2.3.2 Disseminator collection state C

Denote by u; the disseminator elected in the i-th phase of the preprocessing stage. In
each round of every phase, u; listens on channel i for receiving messages transmitted
by nodes in . After each phase, if u; has received at least 12 log n messages in the past
phase, it transmits on the F-th channel in the subsequent adjusting round to adjust the
transmission probability of nodes in state I[; otherwise, u listens on the F-th channel.
Disseminators in C keep updating parameters count, phase and ps synchronously
with nodes in I. When the packet dissemination procedure begins, i.e., ps has been
increased to at least ———, u; joins state B.
cylogn
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Algorithm 1 BID: Packet Collection Procedure

Initially, ¢; = 192;1 = ¢; logn; ps = f/212; count = 1; phase = 1; MsgNum = 0
Initially
1:if pg > %thenstate = B; else state = I end if

c; logn

State I

2: if count =1 + 1 then

3: listen the F-th channel;count = 1; phase = phase + 1;

4: if there is not any transmission then p; = min{2py, %} end if

/I** adjust the transmission probability after a phase
1

50 if py > — then state = B; phase = 1 end if
cy logn
/I** state transition from I to B
6: else
7:  uniformly at random select a channel from {1, 2, ..., f};

8:  transmit with probability ps on the selected channel
/I*¥* select the operating channel

9: if successfully transmitted a message then state = W end if
/I** state transition from I to W

10:  count = count + 1

11: end if

State C

12: if count =1+ 1 then

13:  if MsgNum > 12logn then transmit on the F-th channel; else listen on the F-th channel end if
/I** adjust the transmission probability of non-disseminators

14:  update p; according to the same rule as nodes in I; phase = phase + 1; count = 1; MsgNum =0

150 if py > - L then state = B; phase = 1 end if
cjlogn

/I** state transition from C to B
16: else
17:  listen on the specified channel
18:  if receive a message then MsgNum = MsgNum + 1 end if
191 count = count + 1
20: end if

2.4 Packet dissemination procedure

At the beginning, disseminators are in state B and all other nodes are in state W. In
this procedure, all nodes operate on the F-th channel. The algorithm execution is also
divided into phases, each of which consists of / rounds for / = @ (logn). Nodes in
state W do nothing expect listening. The operations of nodes in state B are introduced
next, which is also given in Algorithm 2.

2.4.1 Disseminator broadcast state B

In each round of every phase, nodes in B transmit with probability p, and listen
with probability 1 — p,,. The initial transmission probability of nodes in B is set as
m , where B is a large enough constant for ensuring high probability results. After
each phase, for a node v in B, the transmission probability pj is adjusted based on the
number of received messages in the past phase. Because of the bound P on the number

of packets in a message, nodes coming from state C may need to transmit multiple
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messages for disseminating their collected packets. Once a node in B has successfully
transmitted all its stored packets, it enters state W.

Algorithm 2 BID: Packet Dissemination Procedure

Initially, pp = m; MsgNum = 0;1 = 192logn
State B
1: transmit on the F-th channel with probability pp; count = count + 1;
2: if received a message then MsgNum = MsgNum + 1 end if
3: if count = [ then
4:  if MsgNum < 16logn then p;, = min{2p;, %} end if
/I** adjust the transmission probability after a phase
5:  count = 1; phase = phase + 1; MsgNum = 0;
6: end if
7: if All stored packets has been successfully transmitted then srate = W end if
/1% state transition from B to W

2.5 Analysis

We next show that the proposed algorithm can accomplish information dissemination
in O (k(]i_- + 7]—;) + log? n) rounds with high probability. We also prove that any infor-
mation dissemination algorithm needs .Q(% + %) rounds even if collision detection
is enabled. Thus the proposed algorithm is asymptotically optimal when k is large.
Without confusion, we use I, C and B to denote the set of nodes in their corresponding
states, and denote Py and Pp as the sum of transmission probabilities of nodes in state
I and state B, respectively.

We first bound the time for the preprocessing stage. In Daum et al. (2012a), it is
stated that the leader election algorithm can exactly elect one leader in O ( @ +logn)
rounds with probability 1 —r ¢ for a constant c. At the cost of adapting some involved
constant parameters in the algorithm, ¢ can be chosen arbitrarily. We give this result
in the following Lemma 1.

Lemma 1 (Daum et al. 2012a) With probability 1 —n 2, the leader election algorithm
2
can elect exactly one leader in O(k)ng + log n) rounds.
From the above lemma it follows that f disseminators can be exactly elected with
high probability in the preprocessing stage.

Lemma 2 In the preprocessing stage, [ disseminators are elected in O(log*n +
Flogn) € O(log2 n+ %) rounds with probability 1 — n—L,

In the following, for simplicity, we assume that the leader election algorithm is
correctly executed always, and the error probability will be considered at the end.
Next we start bounding the time needed for the packet collection procedure and the
packet dissemination procedure, respectively.

We first bound the time for the packet collection procedure. The basic idea is as
follows: during the procedure, the adjustment strategy of the transmission probability
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ensures that Py are always maintained at a level of ® (F). Because non-disseminators

select the channels uniformly, the expected number of transmitters on each channel is

© (1) in each round. Based on this claim, it can be shown that in each phase (consists

of @ (log n) rounds), £2 (F log n) non-disseminators successfully send their packets to

disseminators. Thus, the packet collection procedure lasts for at most O (%) rounds.
In the following Lemma 3, we first present an upper bound on Pj.

Lemma 3 In the first O(n?) rounds of the packet collection procedure, with proba-
bility1 — O(n™Y), Pp < f/2.

Proof We prove the lemma by contradiction. Assume that # is the first round such that
the lemma does not hold. Since the transmission probability may only be increased in
adjusting rounds, ¢ must be the first round of a certain phase. Assume this phase be
phase i. Note that initially, by the value range of k, ps = zf—k -k < % So we have i is
not the first phase of the packet collection procedure.

In the adjusting round before phase i, the transmission probability of nodes can be
at most doubled. We can get Py € (%, %] during phase i — 1. Let v be a disseminator
in C during phase i — 1. We next show that v receives at least 12 log n messages from
nodes in I after phase i — 1 with probability 1 — n 3.

Assume that v is the disseminator on channel k with 1 < k < f. Denote P, as the
probability that v receives a message in a round of phase i — 1. Then

1 1
= 11 (1-n5)
uel wel\{u}
1
1 1 Zwe]l Ds 7
> e — . —
= Zps 7 (4)
uel
oy (1)5'}
= Ps 7\~
uel f 4
> | (D
-8

In other words, v will receive a message in each round of phase i — 1 with constant
probability. And v can receive at least 24 log n messages in phase i — 1 in expectation.
By the Chernoff bound, during phase i — 1, v can receive at least 12 log n messages
with probability 1 — n~>. In the adjusting round after phase i — 1, v transmits on the
F-th channel. After detecting the transmissions, all nodes in I do not change the value
of p, in the subsequent phase by the algorithm. In round ¢, py < % with probability
1 — n3, which contradicts the assumption on 7. Then none of the first O (nz) rounds
are the first violating one with probability 1 — O(n™"). O

We next present a lower bound of P;. We call a phase in the packet collection
procedure an increasing one if the transmission probability p, is doubled after the
phase; otherwise an unchanging one. We first present a sufficient condition for a phase
to be increasing in the following lemma.
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Lemma 4 If in a phase of the packet collection procedure, P} < % the phase is
2

increasing with probability at least 1 —n™~.
Proof Assume that phase i satisfies the condition. By the algorithm, we only need to
show that all disseminators in C receive less than 12logn messages during phase i.
Then in the subsequent adjusting round, none of the disseminators in C transmits on
the F-th channel. Consequently, after phase i, all nodes double the value of p;, which
will complete the proof.

In each round of phase i, the probability that a disseminator v in state C receives a
message is

Zps'%' H (1—Ps'%)52ps'%53%~ ()

uel well\{u} uel

Disseminator v can receive at most 6logn messages in expectation in phase i. The
number of messages v received is less than 12 logn with probability 1 — n=3 by the
Chernoff bound. Each disseminator receives less than 12 log n messages during phase
i with probability 1 — n~2, which completes the proof. O

Lemma 5 In the first O (n) phases of the packet collection procedure, with probability
1—0m™Y, P> L.
’ = 128

Proof Assume that phase j is the first one during which there is a round such that

P < %. By the initial setting of ps, P; > % at the begining of the algorithm.

Furthermore, note that p; < m if there are nodes joining state I. Thus, there are
1

at least 2¢; f log n nodes in state [. During the first phase of stage 1, at most ¢; f logn
nodes in I join state W after successfully transmitting their messages. Consequently,
after this phase, P > % . 3—]; = 6i4. So phase j is not the first phase of the packet
collection procedure.

In phase j — 1, we still have P; > % with the assumption that phase j is the
first violating one. Similar to the above, if there are still nodes in state I, Py can be
decreased by at most a factor % in any phase of the packet collection procedure with
probability 1 — O (n™!). So it is easy to get Pp < % in phase j — 1 with the assumption
on j. By Lemma 4, phase j — 1 is an increasing phase with probability 1 —n 2, which
means ps > 155 2 % = % during phase j. This contradiction shows that j is not
the first violating phase with probability 1 —n~2. With probability 1 — O(n~"), none
of the first O (n) phases in the packet collection procedure is the first violating one. O

With Lemma 5 in the above, we can lower bound the number of nodes leaving state
I'in each phase of the packet collection procedure.

Lemma 6 In each phase of the first O(n) ones in the packet collection procedure,
if there are still nodes in 1, at least §2(f logn) of these nodes enter state W with
probability 1 — O (n™").

Proof Assume phase j satisfies the given condition. In each round of phase j, the
expected number Ny of nodes in [ that can successfully transmit messages is
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w=Xo I (1-n-7)

vel uel\{v}
1\ 2uer Ps/f
=> () ®
vel
> I
— 256

The last inequality is by Lemma 3 and Lemma 5. Using a standard Chernoff bound
argument, it is easy to show that during phase j, with probability 1 —n =2, 22(f logn)
nodes will transit to state W. By the union bound and taking the error probability of
Lemma 3 and Lemma 5 into account, the lemma is proved. O

Now we are ready to bound the time needed for the packet collection procedure.

Lemma 7 With probability 1 — O (n~"), the packet collection procedure takes at most
0] (%) rounds.

Proof To prove the lemma, we need to bound the number of rounds from the beginning
to the time when p; exceeds the threshold m.
1
By Lemma 6, in each of the first O (n) phases of the packet collection procedure,
if there are still nodes in I, with probability 1 — omY, 2 log n) of those nodes
switch state. Then after the algorithm has started for O(ﬁ) phases, there will

2 £] .. ..
be at most < j;;égn nodes staying in I. By Lemma 5, P > %. Thus, at this time,

ps > ———. This means that the packet collection procedure has ended at or before

2
¢ logn
this time. Finally, note that each phase has & (log n) rounds. Then combining the error
probability of Lemma 6 and Lemma 5, the lemma is proved. O

We still need to bound the length of the packet dissemination procedure, i.e., the
time for nodes in state B. Before that, we first bound the number of nodes that transit
to state B from state I. The bound is obtained based on the transition condition and
the upper bound on Py given in Lemma 3.

Lemma 8 With probability 1 — O(n™"), the number of nodes that transit to state B
from 1 is at most O (f logn).

Proof When the transition condition is satisfied, i.e., ps > m, by Lemma 3, with
1
2
probability 1 — n~!, the number of nodes is at most %’ f logn, which completes the
proof. O

Note that the number of disseminators transitting to state B from Cis f. Combining
with Lemma 8, for a large enough constant 8, the number of nodes that join state B
can be bounded by g f log n. Before bounding the time for the packet dissemination
procedure, we first give an upper bound of Pg.

Lemma 9 In the first O (n?) rounds in stage 2, with probability 1 — O (n™ 1), Pg < %
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Proof Assume that round i in phase j is the first round in which the upper bound is
broken. Obviously, i is the first round of phase j, since the probability can be increased
only at the end of a phase. Furthermore, by Lemma 8 and the initial probability setting,
itis easy to show that phase j is not the first phase of the packet dissemination procedure
with probability 1 — O (n~!). Denote B ; as the set of nodes in state IB at the beginning
of phase j.

Note that Pp can be at most doubled after a phase and j is the first violating phase.
Thus, in any round of phase j — 1, Pg € ( }‘, %]. Then using a similar argument to that
in Lemma 3, we can show that all nodes in B; can receive at least 16 logn messages
with probability 1 — n~* during phase j — 1. This is true for all nodes in B j with
probability 1 —n 3. Thus, all nodes in B ; will not change the transmission probability
after phase j — 1, i.e., during phase j, Pp < PIBj < % This contradiction shows that
round i is not the first violating round with probability 1 —n 3. None of the first O (n%)
rounds are the first violating round with probability 1 — O (n~!), which completes the
proof. O

Now we are ready to bound the time for the packet dissemination procedure.

Lemma 10 With probability 1 — O (n™"), after the packet dissemination procedure
has started for 0(% + flogn + log2 n) € 0(% + % + log2 n) rounds, all nodes in
state B would have successfully broadcast the stored packets.

Proof We first bound the total number of successful transmissions needed to dissemi-
nate all packets. Denote Bj as the set of nodes that transit to state B from I, and denote
Bc as the set of nodes that transit to state B from C. By Lemma 8, |B;| € O(f logn).
Each node in B; only needs to successfully transmit once as it only needs to dissemi-
nate its own packet. For disseminators in B¢, there are at most O (k) packets stored in
these nodes as each packet is only stored in one node by the algorithm. As each node
in B¢ transmits at most one message that contains fewer than P packets, there are
O (k/P+ f) successful transmissions by these nodes. Combining everything together,
the total number of successful transmissions by nodes in B is 0(% + flogn).

For nodes in B, we call a phase an increasing one if the transmission probabil-
ity is doubled and unchanging one otherwise. If a phase is unchanging, there are at
least 16 log n successful transmissions occuring during the phase. Thus, by the above
given bound on the number of successful transmissions needed, there are at most

&
0(%) = 0(7%0“ + f) unchanging phases. For a node v in B, after at most

O(P%gn + f + logn) phases, there will be enough increasing phases such that the
transmission probability of v increases to at least }‘. After that, in each round, by
Lemma 9, the probability that v can successfully send a message on the F-th chan-
nel is le . Hue[ﬂ%\{v}(l — pZ) > % . (%)ZMEB\(L') Py > %. Since v needs to successfully
transmit at most O ( %) messages for disseminating packets, using a standard Chernoff
bound argument, it is easy to show that from then on, v can successfully transmit all
stored packets with probability 1 — O (n~?) after at most O (% +log n) rounds. Com-
bining all these together and taking the error probability of Lemma 8 and Lemma 9
into account, we get that after 0(7%0“ + f +logn) - O(logn) + 0(% +logn) =
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0(7% + flogn + log?n) rounds, with probability 1 — O(n~"), all nodes in B can
successfully broadcast their stored packets to all other nodes. O

Theorem 1 With probability 1 — O (n™"), the algorithm can disseminate all packets in
o (k(% + %) +1og? n) rounds. Any information dissemination algorithm has running
time of (% + 75).

Proof The running time of the proposed algorithm can be obtained by Lemma 2,
Lemma 7 and Lemma 10.

For each node v possessing a packet, if it joins state C, it will finally send all stored
packets on the F-th channel after joining state B by Lemma 10. If v stays in state I,
it either successfully transmits to a disseminator in state C or joins state B after the
packet collection procedure. Thus, its packet will also get broadcast by Lemma 10.
Furthermore, note that when a successful transmission occurs on the F-th channel
in the packet dissemination procedure, all nodes except the transmitting one listen
on the F-th channel by the algorithm, which ensures that all nodes will receive the
transmitted packets. All the above analysis is based on the fact that disseminators are
elected correctly. Taking into account the error probability in Lemma 2 and combining
everything together, the correctness of the algorithm is proved.

To accomplish information dissemination, each node needs to transmit its packet to
at least one other node, i.e., each node needs to occupy a channel exclusively. In each
round, at most F nodes can successfully transmit messages. Thus, .Q(]L_-) rounds are
needed for accomplishing information dissemination. In addition, each transmitted
message can contain at most P packets. Each node needs to receive % messages for
acquiring all the packets. Thus, % rounds are needed. Combining all things together,
we get the claimed lower bound. O

3 Estimating k

In this section, we give an algorithm for deriving an estimate of k as required in
the information dissemination algorithm in Sect. 2. The detailed algorithm is given
in Algorithm 3. The packet holders execute the algorithm on the F-th channel. The
algorithm execution is divided into phases, each phase consisting of ® (log n) rounds.
In each round, each packet holder transmits with a specific transmission probability
which exponentially decreases after each phase. When there are enough successful
transmissions in a phase, the algorithm then halts and nodes output the estimation
based on the transmission probability in the particular phase.

We next show that after executing Algorithm 3 for at most O (log k log n) rounds,
nodes get an estimate k which is a constant approximation to k.

Lemma 11 With probability 1 — n™', Algorithm 3 will not halt when p, > %. Con-
sequently, the estimate k does not fall in the range (0, k).

Proof We only need to show that in each phase j with p, > %, the number of
successfully transmitting nodes is less than 8 log n with high probability.

In each round of phase j, the probability that there is a successful transmission
is Zle pe(l — p)f1 < lk_%e’kpf < 16¢78. Then during phase j, the expected
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Algorithm 3 Estimate k

Initially, p, = %; count = 1; phase = 1; MsgNum = 0; [ = 128 logn
1: if count =1+ 1 then

2:  if MsgNum > 8logn then outputlg = p%;

else po = pe/2; count = 1; MsgNum = 0; phase = phase + 1
end if

: else

transmit with probability p. on the F-th channel

if received a message then MsgNum = MsgNum + 1 end if
count = count + 1

: end if

LoRrnbhw

number of successfully transmitting nodes is less than 4 log n. Then by the Chernoff
bound, with probability 1 — n~2, there are less than 8 log n successful transmissions
during phase j, which means the algorithm will not halt after phase j. Meanwhile,
note that after such a phase j, the transmission probability of nodes is halved. Thus,
there are at most log k such phases. By the union bound, the algorithm will not halt
after any of these phases with probability 1 —n~!. O
Lemma 12 With probability 1 — n~!, Algorithm 3 will halt before p, decreases to
less than ﬁ In other words, the estimation generated is at most 16k.

Proof We only need to show that with probability 1 —n~!, the algorithm will halt when
Pe € [ﬁ, %). Assume in phase j, p, falls into the particular interval. In each round of
phase j, the probability that there is a successful transmission is Zf: | Pe(1— p)Fl >
%. In expectation, there are at least 16 log n successful transmissions in phase j. Using
the Chernoff bound, there are at least 8 log n successful transmissions in phase j with
probability 1 — n~!, which completes the proof. O

The following Theorem 2 is a direct corollary of the following Lemma 11 and
Lemma 12.

Theorem 2 Algorithm 3 can get an estimate k € [k, 16k] in O (lognlogk) rounds
with probability 1 — O(n™").

4 Conclusion

We proposed a fast distributed algorithm for information dissemination in multi-
channel single-hop networks under the bounded-size message model (each message
can carry at most P packets). When F channels are available in the network, our
algorithm can disseminate k packets in O(k(% + %) + log2 n) rounds. The result
demonstrates that the availability of multiple channels can greatly accelerate infor-
mation dissemination and lead to F times speedup in some cases. Our result is also
asymptotically optimal for cases with large k and P when compared with the given
.Q(% + 7%) lower bound. In the future, it will be interesting to devise efficient infor-
mation dissemination algorithms in multi-channel multi-hop networks by adapting
the techniques developed in this work. In multi-hop networks, where the hops may
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actually depend on individual nodes’ transmission powers, the issue of interference
and how it should be modeled would come into the picture, and add to the difficulty
and challenge of the problem. Another future research direction would be to consider
the minimum number of channels needed for attaining the bound 0(% + 7%) for a
given integer C and the message bound P.
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