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Abstract In this paper, we introduce a novel method for
depth acquisition based on refraction of light. A scene is
captured directly by a camera and by placing a transpar-
ent medium between the scene and the camera. A depth
map of the scene is then recovered from the displacements
of scene points in the images. Unlike other existing depth
from refraction methods, our method does not require prior
knowledge of the pose and refractive index of the trans-
parent medium, but instead can recover them directly from
the input images. By analyzing the displacements of corre-
sponding scene points in the images, we derive closed form
solutions for recovering the pose of the transparent medium
and develop an iterative method for estimating the refractive
index of the medium. Experimental results on both synthetic
and real-world data are presented, which demonstrate the ef-
fectiveness of the proposed method.

Keywords refraction · pose estimation · refractive index ·
depth · reconstruction

1 Introduction

Depth from refraction is a depth acquisition method based
on refraction of light. A scene is captured several times by
a fixed perspective camera, with the first image captured di-
rectly by the camera and the others by placing a transparent
medium between the scene and the camera. The depths of
the scene points are then recovered from their displacements
in the images.

Depth from refraction approach has various advantages
over other existing 3D reconstruction approaches. First, un-
like multiple-view stereo methods, it does not require cali-
brating the relative rotations and translations of the camera
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Fig. 1 (a) Experimental setup. (b) A direct image of the scene. (c) A
reconstructed depth map of the scene.

as the viewpoint is fixed. Besides, a fixed viewpoint also
makes the correspondence-problem much easier as the pro-
jections of a 3D point remain similar across images. Second,
unlike depth from defocus methods which require expensive
lenses with large apertures to improve depth sensitivity, the
accuracy of depth from refraction can be improved by in-
creasing either 1) the angle between the viewing direction
of a 3D point and the surface normal of the medium; 2)
the refractive index of the medium; or 3) the thickness of
the refractive medium. Third, unlike depth from diffusion
methods, which require placing a diffuser with a known ori-
entation close to the object being measured, depth from re-
fraction allows the transparent medium being placed flexibly
between the scene and the camera.

Existing depth from refraction methods often require elab-
orate setup and tedious offline calibration for accurately know-
ing the pose and refractive index of the transparent medium.
These greatly prohibit the applicability of the approach. In
this paper, we introduce a novel method for depth from re-
fraction which is more usable in various scenarios. Our method
requires neither a careful hardware setup nor any offline cal-
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ibration1. By simply putting a transparent medium between
a camera and the scene, our method automatically estimates
the pose and refractive index of the transparent medium as
well as a depth map of the scene.

In our method, a scene is captured twice by a fixed per-
spective camera, with the first image (referred to as the di-
rect image) captured directly by the camera and the sec-
ond (referred to as the refracted image) by placing a trans-
parent medium with two parallel planar faces between the
scene and the camera (see Fig. 1). By analyzing the displace-
ments of the scene points in the images, we derive closed
form solutions for recovering both the pose of the transpar-
ent medium and the depths of the scene points. Given a third
image captured with the transparent medium placed in a dif-
ferent pose, we further develop an iterative method for re-
covering also the refractive index of the medium.

2 Related work

Depth acquisition has a long history in computer vision.
Based on the number of viewpoints required, existing meth-
ods can be broadly classified into multiple-view and multiple-
exposure approaches. Multiple-view methods exploit stereo
information to recover the depth of a scene [17]. The loca-
tion of a 3D point can be estimated by finding and triangu-
lating correspondences across images.

Instead of moving the camera to change the viewpoints,
multiple-exposure methods record the scene by changing the
imaging process. Depth from defocus methods obtain depth
by exploiting the fact that depth information is contained in
an image taken with a limited field of depth: objects at a
particular distance are focused in the image, while objects
at other distances are blurred by different degrees depend-
ing on their distances. Pentland [16] estimated a depth map
of a scene by measuring the degree of defocus using one
or two images. In [22], Subbarao and Gurumoorthy pro-
posed a simpler and more general method to recover depth
by measuring the degree of blur of an edge. Surya and Sub-
barao [23] used simple local operations on two images taken
by cameras with different aperture diameters for determin-
ing depth. Zhou et al. [26] pointed out that the accuracy of
depth is restricted by the use of a circular aperture. They pro-
posed a comprehensive framework to obtain an optimized
pair of apertures. Note that all of the aforementioned meth-
ods require large apertures to improve depth sensitivity. Re-
cently, Zhou et al. [25] proposed a depth from diffusion
method. Their method requires placing a diffuser with known
orientation near the scene. They showed that while depth
from diffusion is similar in principle to depth from defocus,
it can improve the accuracy of depth obtained with a small
lens by increasing the diffusion angle of a diffuser.

1 save for the intrinsic parameters of the camera

Our work is more closely related to [9,12,15,4,5,19,
20]. In [9], Lee and Kweon obtained the geometry of an
object using a transparent biprism. In [12], Maas estimated
the depth of a scene in the field of multimedia photogram-
metry using a transparent planar plate under the constraint
that the faces of the planar plate were parallel to the im-
age plane. In [15], Nishimoto and Shirai removed the con-
straint and proposed a system using a tilted parallel pla-
nar plate to achieve single camera stereo. Their system is
based on the assumption that positioning a tilted parallel
planar plate between the camera and the scene results in
a new pinhole camera, which, however, is invalid in gen-
eral. In [4], Gao and Ahuja proposed a more accurate sin-
gle camera stereo system with a parallel planar plate in an
arbitrary orientation. They estimated the pose and refrac-
tive index of the medium in an extra step using a calibra-
tion pattern. In [5], Gao and Ahuja rotated a parallel planar
plate around the principal axis of a camera while keeping
its tilt angle fixed. This method avoids repeated calibration
of the medium pose. Nevertheless, it requires a complex
device to guarantee the new dimension of control, which
is hard to achieve in practice. In [19] and [20], Shimizu
and Okutomi proposed reflection stereo which records the
scene from a fixed viewpoint with and without the reflec-
tion light paths. The two light paths create individual im-
ages, and from these images, their method estimates depth
by triangulation. Their setup uses either reflective or refrac-
tive medium for the implementation. However, their method
requires a complex calibration setup as described in [21].

Similar to many of the above work, our method also
uses a transparent parallel planar medium. However, unlike
the aforementioned methods, our method requires neither
the medium plane being parallel to the image plane, nor a
careful calibration of the pose and refractive index of the
medium using a calibration pattern. In this paper, we de-
scribe several extensions to our previous work on depth from
refraction [3]. Firstly, we present a better derivation for the
closed form solution to depth recovery of a 3D point. Sec-
ondly, we discuss in detail why total internal reflection will
never occur in our setup. Thirdly, we make an analogy be-
tween the configuration of our method and epipolar geome-
try. Fourthly, we discuss the wavelength dependency of the
refractive index and how it affects the accuracy in depth es-
timation. Finally, we present an experiment to compare our
method against a standard stereo method.

Shape recovery of transparent objects (also referred to as
refractive objects) has also attracted the attentions of many
researchers. In [14], Murase used optical flow to recover the
shape of a nonrigid transparent object from the apparent mo-
tion of an observed pattern under a number of simplifying
assumptions. In [24], Zhang and Cox developed a method
to measure the slopes of a water surface covered with short
waves. However, their method relies on special optics and
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Fig. 2 When a light ray passes from one medium to another with dif-
ferent speeds, it bends according to Snell’s law. This phenomenon is
known as refraction of light.

very complicated experimental settings, making it not very
practical. In [1], Agarwal et al. presented a method for re-
covering the shape of a rigid and stationary refractive ob-
ject from a video sequence of the apparent motion of the
background behind the object. In [13], Morris and Kutu-
lakos pointed out that two viewpoints are sufficient to ob-
tain the 3D positions and normals of points on an unknown
refractive surface even if the refractive index is unknown.
All of the aforementioned methods target at reconstructing
refractive surfaces. This paper, on the other hand, exploits a
refractive object to obtain the depth of a scene.

The rest of the paper is organized as follows. Section 3
briefly reviews the theory on refraction of light. Section 4
describes our proposed method in detail. We first derive a
closed form solution for recovering the depth of a scene in
the case where the parallel planar faces of the transparent
medium are parallel to the image plane. We further show
that this closed form solution can be extended to the case
where the parallel planar faces of the medium are not paral-
lel to the image plane but have a known orientation. More-
over, we develop a novel method for recovering the orien-
tation of the parallel planar faces of the medium from one
direct image and one refracted image. Finally, by capturing
a second refracted image with the transparent medium un-
der a different pose, we develop an iterative method for re-
covering the refractive index of the medium. Section 5 first
explains why total internal reflection will never occur in the
proposed setup. It then presents an analogy between the pro-
posed setup and stereo vision, and introduces a geometric
constraint which helps the finding of correspondences across
images. Finally, it discusses the wavelength dependency of
the refractive index and its effect on depth estimation. Ex-
perimental results on both synthetic and real data are pre-
sented in Section 6, followed by conclusions in Section 7.

3 Refraction of Light

Refraction of light refers to the change in the direction of a
light ray due to a change in its speed. This is commonly ob-
served when a light ray passes from one medium to another
(e.g., from air to water). The refractive index of a medium
is defined as the ratio of the velocity of light in vacuum to
the velocity of light in the said medium. Consider a light ray
L1 originated from a point P passing from a medium M1 to
another medium M2 (see Fig. 2). Let the refractive indices
of M1 and M2 be n1 and n2 respectively, and the interface
between the two media be a plane denoted by Π1. Suppose
L1 intersects Π1 at S1 with an angle of incidence θ1. Af-
ter entering M2, L1 changes its direction and results in a
refracted ray L2 with an angle of refraction θ2. By Snell’s
law, the incident ray L1, the surface normal at S1 and the
refracted ray L2 are coplanar, and the angle of incidence θ1
and the angle of refraction θ2 are related by

n1 sin θ1 = n2 sin θ2. (1)

After traveling for some distance in M2, L2 leaves M2 and
enters M1 again. Let the interface between M2 and M1 be
a plane denoted by Π2 which is parallel to Π1. Suppose L2

intersects Π2 at S2 and after reentering M1, it changes its
direction and results in a refracted ray L3. Since Π1 and Π2

are parallel, it is easy to see that the angle of incidence for
L2 is θ2. It follows from Snell’s law that the angle of refrac-
tion for L3 is θ1, and L1, L2, L3 and the surface normals
of Π1 and Π2 are coplanar, with L1 being parallel to L3.
Hence, the refraction plane of P (formed by L1, L2 and L3)
is perpendicular to both Π1 and Π2.

In practice, when a light ray passes from one medium
to another, it will not only be transmitted (with refraction)
through the second medium, but will also be partially re-
flected back to the original medium (see Fig. 3). When the
refractive index of the first medium is higher than that of
the second (e.g., from water to air), a phenomenon known
as total internal reflection might occur in which the light
ray will be totally reflected back to the first medium without
transmitting through the second medium. Consider again a
light ray passing from M1 to M2, and let n1 > n2 (see
Fig. 3). Since the sine function is a strictly increasing func-
tion for angle between 0◦ and 90◦, it follows from Eq. (1)
that θ2 > θ1. As θ1 increases, θ2 increases. When θ1 reaches
the critical angle θc = arcsin n2

n1
, θ2 becomes 90◦ and the

refracted ray travels along the interface between M1 and
M2. When the angle of incidence θ1 is greater than the criti-
cal angle θc, total internal reflection occurs and the light ray
will be completely reflected back to M1 without transmit-
ting through M2.
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Fig. 3 Total internal reflection. Li, Lr
i and Lt

i , i ∈ {1, 2, 3}, denote
the incident, reflected and refracted rays respectively.

Fig. 4 Special case of shape from refraction in which the parallel pla-
nar faces of the medium are parallel to the image plane. The depth of a
3D point can be recovered in closed form.

4 Depth from Refraction

In this section, we will derive a closed form solution for
recovering the depth of a scene from the displacements of
scene points observed in two images due to refraction of
light. As mentioned in Section 1, a scene will be captured
twice by a fixed perspective camera, with the first image (re-
ferred to as the direct image) captured directly by the camera
and the second (referred to as the refracted image) by plac-
ing a transparent medium between the scene and the cam-
era. We assume the intrinsic parameters of the camera are
known, and the transparent medium consists of two parallel
planar faces through which light rays originate from scene
points enter and leave the medium before reaching the cam-
era.

4.1 Medium Surface ‖ Image Plane

Consider a 3D point P being observed by a camera centered
at O (see Fig. 4). Let the direct projection of P on the image
plane be a point I. Suppose now a transparent medium M

with two parallel planar faces is placed between P and the
camera in such a way that the two parallel planar faces are
parallel to the image plane. Due to refraction of light, P will
no longer project to I. Let I′ be the new image position for
the projection of P. By considering the orthographic pro-
jection of the line PO on the image plane, and relating it to
the orthographic projections of PS1, S1S2 and S2O on the
image plane, we have

|P∗O∗| = |P∗S∗1|+ |S∗1S∗2|+ |S∗2O∗|. (2)

Furthermore, from the geometry shown in Fig. 4, we have

|P∗O∗| = d tanα,

|P∗S∗1| = (d− w − u) tan θ1,
|S∗1S∗2| = w tan θ2,

|S∗2O∗| = u tan θ1.

(3)

where d is the depth of P, α is the angle between the visual
ray of P and the principal axis of the camera (also referred to
as the viewing angle of P), w is the thickness of the medium
M , u is the shortest distance between O and M , and θ1 and
θ2 are the angle of incidence/refraction and angle of refrac-
tion/incidence as the ray originated from P enters/leavesM .
Substituting Eq. (3) into Eq. (2) gives

d tanα = (d− w − u) tan θ1 + w tan θ2 + u tan θ1, (4)

Rearranging Eq. (4) gives

d = w
tan θ1 − tan θ2
tan θ1 − tanα

. (5)

By Snell’s law, we have

sin θ1 = n sin θ2, (6)

where n is the refractive index of M and the refractive in-
dex of air can be approximated to one. Let r be the distance
between I and I′. It can be expressed in terms of the focal
length f of the camera and the angles θ1 and α as

r = f(tan θ1 − tanα). (7)

From Eq. (6) and Eq. (7), we can obtain the following ex-
pressions for tan θ1 and tan θ2:

tan θ1 =
r

f
+ tanα, (8)

tan θ2 =

√
tan2 θ1

n2 + (n2 − 1) tan2 θ1
. (9)

Finally, substituting Eq. (8) and Eq. (9) into Eq. (5) gives

d = w

(
1 +

f

r
tanα

)(
1−

√
1

n2 + (n2 − 1)( rf + tanα)2

)
.

(10)

From Eq. (10), we have the following three observations:
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Fig. 5 When the parallel planar faces of the medium are not parallel
to the image plane, the depth of a 3D point can be recovered in closed
form if the orientation of the medium is known.

1. d does not depend on u. This is very important in prac-
tice as it implies that the depth of a scene point can
be recovered without knowing the distance between the
medium M and the camera;

2. d is scaled by w. It implies that without knowing the
thickness w of the medium, the depth of the scene can
still be reconstructed up to an unknown scale.

3. d increases monotonically with n (n > 1) when all other
parameters are fixed. It implies that if the refractive in-
dex used is larger than the ground truth, the recovered
point will be farther away form the camera, and vice
versa.

4.2 Medium Surface ∦ Image Plane

It has been shown in the previous subsection that depth can
be recovered using Eq. (10) when the parallel planar faces
of the transparent medium are parallel to the image plane.
However, this proposed setup has two major limitations. First,
it is difficult to ensure that the parallel planar faces of the
medium are parallel to the image plane. Second, the depths
of those 3D points whose projections are near the image cen-
ter (i.e., with small viewing angles) will be very sensitive to
noises (see Fig. 9 (a)). As a result, only points with large
viewing angles (i.e., those projected near the border of the
image) can be accurately recovered. In this subsection, we
will show how the closed form solution derived under the
special case can be applied to recover depth in the general
case where the parallel planar faces of the medium are not
parallel to the image plane but have a known orientation.

Suppose the surface normal of the parallel planar faces
of the medium is given by the unit vector N, and the view-
ing direction of the camera is given by the unit vector V

(see Fig. 5). A rotation (represented by a rotation matrix
R) about the optical center of the camera, with a rotation
axis given by the cross product of V and N and a rota-

Fig. 6 Recovering the orientation of the parallel planar faces of the
transparent medium. A refraction line defined by corresponding points
in the direct and refracted images contains the vanishing point for the
normal direction of the parallel planar faces of the medium.

correspondences in the direct image
correspondences in the refracted image
intersection of the refraction lines

Fig. 7 Recovering the orientation of the parallel planar faces of the
transparent medium. Refraction lines defined by corresponding points
in the direct and refracted images must intersect at the vanishing point
for the normal direction of the parallel planar faces of the medium.

tion angle given by the angle between V and N, will bring
the image plane parallel to the parallel planar faces of the
medium. Such a rotation will induce a planar homography
H = KRK−1, where K is the camera calibration matrix,
that can transform the image of the original camera to an im-
age observed by the camera after rotation. The closed form
solution derived in the previous subsection can then be ap-
plied to the transformed image to recover the depth dv of a
point P with respect to the rotated camera using the viewing
angle αv of P and the displacement rv of the projections of
P in the rotated camera. Referring to Fig. 5, we have

dv
|PO|

= cosαv, (11)

d

|PO|
= cosα. (12)

Combining Eq. (11) and Eq. (12) gives

d = dv
cosα

cosαv
. (13)

4.3 Recovering Pose of the Medium

It has been shown in the previous subsection that scene depth
can be recovered given the orientation of the parallel planar
faces of the transparent medium. In this subsection, we will
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show how the orientation of the parallel planar faces of the
medium can be recovered directly from the displacements
of the scene points in the images.

Consider a 3D point Q whose visual ray is perpendic-
ular to the parallel planar faces of the medium (see Fig. 6).
By construction, the visual ray of Q will simply pass straight
through the medium without any change of direction. Hence,
the projections of Q will be identical in both the direct im-
age and refracted image. Let us denote this point by J. With-
out loss of generality, consider another 3D point P, and let
I and I′ be the projections of P in the direct image and the
refracted image respectively. Referring to Section 3, the re-
fraction plane of P is perpendicular to the parallel planar
faces of the medium. Since this plane contains both P and
O, and that the ray QO is, by construction, also perpendic-
ular to the parallel planar faces of the medium, it follows
that Q must also lie on this plane. This plane intersects the
image plane along a line which we refer to as a refraction
line. It is obvious that both J, I and I′ must lie on this line.
Now consider two or more refraction lines defined by cor-
respondences in the direct and refracted images (see Fig. 7).
As all such refraction lines must contain J, they must inter-
sect at J which in fact is the vanishing point for the normal
direction of the parallel planar faces of the medium. Based
on this observation, we have the following proposition:

Proposition 1 Given the correspondences of two or more
scene points in a direct image and a refracted image, the
refraction lines defined by the correspondences will intersect
at a single point which corresponds to the vanishing point
for the normal direction of the parallel planar faces of the
medium.

The corollary below then follows directly from Proposi-
tion 1:

Corollary 1 The orientation of the parallel planar faces of
the transparent medium can be recovered as the visual ray
for the point of intersection between two or more refraction
lines defined by correspondences in the direct image and the
refracted image.

4.4 Estimation of the Refractive Index

In the previous discussions, we have assumed that the re-
fractive index of the transparent medium is known a priori.
In this subsection, we will show the refractive index of the
medium can be recovered from the displacements of scene
points in three images.

Consider a 3D point P. Let I be its projection in a di-
rect image, and I′ and I′′ be its projections in two refracted
images captured with the transparent medium positioned in
two different poses respectively. Let d be the depth of P es-
timated from I and I′ using Eq. (10) and Eq. (13), and d′ be

the depth of P estimated from I and I′′ using Eq. (10) and
Eq. (13). Now by equating d with d′, the refractive index n
of the medium can be recovered. In practice, given m pairs
of correspondences in three images, the refractive index of
the medium can be estimated by

n = argmin
n

m∑
i=1

(di(n)− d′i(n))2. (14)

Note that a similar minimization can also be used to estimate
the refractive index when there are more than two refracted
images captured with the transparent medium positioned in
different poses.

5 Discussions

In this section, we first show that total internal reflection will
never occur in our proposed setup. We then present an anal-
ogy between our proposed setup and stereo vision, and in-
troduce a geometric constraint which helps finding of cor-
respondences across images. Finally, we discuss the wave-
length dependency of the refractive index and how it affects
the accuracy of depth estimation.

5.1 Total Internal Reflection

It has been pointed out in Section 3 that total internal re-
flection can only occur when 1) a light ray passes from one
medium with a higher refractive index to one with a lower
refractive index, and 2) the angle of incidence is greater than
the critical angle. In our setup, light rays travel through a
composite air-glass-air medium (see Fig. 4). Obviously, to-
tal internal reflection will not occur when a light ray passes
from air to glass as the refractive index of air is lower than
that of glass. From Eq. (6), the angle of refraction θ2 is given
by arcsin(sin θ1/n). Since 0◦ ≤ θ1 < 90◦ and the sine
function is a strictly increasing function for the range of θ1,
θ2 < arcsin(1/n). Note that arcsin(1/n) is in fact the criti-
cal angle for a light ray passing from glass to air. It follows
that when the light ray travels through the glass medium and
re-enters air, the angle of incidence θ2 will always be less
than the critical angle, and hence total internal reflection will
never occur.

5.2 Depth from Refraction vs. Stereo Vision

Although the image pairs used in depth from refraction look
very similar to those used in stereo vision, there exists a ma-
jor difference in the image formation process: the refracted
image cannot be described by a simple pinhole camera model.
Consider a light ray L originated from a point P which is
perpendicular to the medium surface, and let L1 be a light
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ray originated from a point P1 which intersects L at a point
O1, and L2 be a light ray originated from a point P2 which
intersects L at a point O2 (see Fig. 8). Suppose after trav-
eling through the composite air-glass-air medium, the light
paths of these three light rays intersect at the camera center
O. The distance between O and O1 is given by

ds1 = w − w tan θ2
tan θ1

= w

(
1−

√
1− sin2 θ1√
n2 − sin2 θ1

)
. (15)

It can be seen that ds1 depends on the incident angle θ1 of
L1. A similar expression can be derived for the distance ds2
between O and O2, which depends on the incident angle of
L2. In general, L1 and L2 have different incident angles and
therefore ds1 6= ds2 (i.e., O1 and O2 do not coincide). It fol-
lows that the light rays do not intersect at a single point and
therefore the image formation process of the refracted image
cannot be described by a simple pinhole camera model.

Fig. 8 The formation process of the refracted image cannot be de-
scribed by a simple pinhole camera model.

Despite the differences in geometry between depth from
refraction and stereo vision, there exists some very similar
properties between these two approaches. First of all, the
line passing through the camera center O and parallel to the
surface normal N of the parallel planar faces of the trans-
parent medium is analogous to the baseline in stereo vision.
Here we call this line the pose line as it depends on the pose
of the medium. The vanishing point of the pose line is the
focus of refraction (previously denoted as J in Section 4.3),
which is analogous to the epipole. Similar to an epipolar
plane which is defined by the baseline and an arbitrary point
in 3D space, a refraction plane is defined by the pose line
and an arbitrary point in 3D space, and both the direct and
refracted light paths of the point must lie on this plane. A
refraction plane intersects with an image plane along a re-
fraction line, just like an epipolar plane intersects with an
image plane along an epipolar line.

Similar to stereo vision, depth from refraction relies on
successfully establishing correspondences across images. Just

in the same manner that epipolar lines can constrain the
search of correspondences, refraction lines can be exploited
to constrain the search of correspondences between the di-
rect image and refracted image. As shown in Fig. 6, given
the vanishing point J for the normal direction of the par-
allel planar faces of the medium and the projection I of a
scene point in the direct image, its correspondence I′ in the
refracted image must lie on the refraction line defined by J

and I. Furthermore, it is obvious that |JI′| > |JI|, and JI′

has the same direction as JI. Based on this observation, we
have the following corollary:

Corollary 2 Given the projection I of a scene point P in
the direct image, its correspondence I′ in the refracted im-
age must lie on the half-infinite line I′(t) = I + t(I − J)

where t ≥ 0 and J is the the vanishing point for the nor-
mal direction of the parallel planar faces of the transparent
medium.

Having recovered the vanishing point J for the normal
direction of the parallel planar faces of the medium from
some seed correspondences, more correspondences can then
be established with ease using the refraction line constraint
derived from J.

5.3 Wavelength Dependency of the Refractive Index

An empirical relationship between the refractive index and
wavelength for a particular transparent medium was pro-
posed in the field of Physics [18], which implies that the
refractive index of a medium varies with wavelength. Nev-
ertheless, the refractive indexes of many optical materials
only change slightly (typically with a maximum difference
of 0.02) within the visible spectrum (i.e., with wavelength
ranging from 380 nm to 750 nm) [8]. Take the glass used in
our real experiment as an example. The glass is made up of
Poly(methyl methacrylate), also known as PMMA, and has
a refractive index range of [1.485, 1.503] within the visible
spectrum. In Section 6.1, we present an experiment showing
how the error of the estimated depth varies with the refrac-
tive index. Note that the maximum difference of refractive
indices within the visible spectrum for the glass used in the
real experiments is only 0.018. If we consider the the coef-
ficient of variation of root mean square error, referred to as
CV(RMSE), for a refractive index error of 0.018, the error is
quite small. It is also shown that although the absolute error
of the estimated depth is relatively large when using a highly
inaccurate refractive index (with an error of 0.15), the error
becomes very small after the reconstructed model has been
aligned with the ground truth by a similarity transformation
(see Fig. 12). It implies that the shape of the reconstruction
result has little distortion even in the case of using an inaccu-
rate refractive index. The shape distortion caused by differ-

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



8 Chen et al.

ent refractive indices within the visible spectrum, therefore,
can be ignored.

6 Experiments

The methods described in Section 4 for recovering the pose
and refractive index of the medium, and the depth of the
scene have been implemented. Experiments on both syn-
thetic and real data were carried out and the results are pre-
sented in the following subsections.

6.1 Synthetic Experiments

The first set of synthetic experiments was designed to eval-
uate the performance of depth estimation in the presence of
noise.The experimental setup consisted of a 3D point being
viewed by a synthetic camera with a focal length of 24mm,
and the parallel planar faces of the transparent medium were
parallel to the image plane. In our synthetic experiment, the
refracted and direct images of the point are computed by
forward projecting the point to the image plane with and
without the transparent medium, respectively (see more de-
tails in Appendix A). To simulate the matching error in the
correspondence estimation which we assume to be indepen-
dent of the actual correspondence magnitude, normally dis-
tributed random noise was added independently to the pixel
coordinates of the projections of the 3D point with a stan-
dard deviation σ ∈ [0.0 3.0] (in pixels). For each noise
level, 1000 independent trials were carried out. As an er-
ror measurement, CV(RMSE) was computed by normaliz-
ing the root mean square error of the depth estimates by
the mean depth. In the first experiment, the thickness of the
medium was 4 cm and its refractive index was 1.4. Experi-
ments were carried out for distinct viewing angles. Fig. 9 (a)
shows a plot of CV(RMSE) of depth against different noise
levels for different viewing angles. It can be seen that for a
particular noise level, depth accuracy can be improved by
increasing the viewing angle in the case when the medium
surfaces are parallel to the image plane. In the general case,
it implies that depth accuracy can be improved by increas-
ing the angle between the visual ray and the surface normal
of the medium. In the second experiment, the viewing an-
gle was 30◦ and thickness of the medium was 4 cm. Ex-
periments were carried out for different refractive indices.
Fig. 9 (b) shows a plot of CV(RMSE) of depth against dif-
ferent noise levels for different refractive indices. It can be
seen that for a particular noise level, depth accuracy can be
improved by increasing the refractive index of the medium.
In the third experiment, the viewing angle was 30◦ and re-
fractive index of the medium was 1.4. Experiments were car-
ried out for different thicknesses of the medium. It is shown

in Fig. 9 (c) that for a particular noise level, depth accuracy
can be improved by increasing the thickness of the medium.

In the synthetic experiment of estimating the orienta-
tion of the parallel planar faces of the medium, a bunny
model was captured using a synthetic camera and a 4cm

thick transparent medium with a refractive index of 1.4. To
simulate the effect of noise, normally distributed random
noise with σ ∈ [0.0 3.0] (in pixels) was added indepen-
dently to the pixel coordinates of 8171 points on the bunny
model. The image resolution of the bunny model was 1500×
1500. For each noise level, 1000 independent trials were car-
ried out. The orientation of the parallel planar faces of the
medium and the 3D coordinates of all the points were ob-
tained using correspondences in the direct image and the
refracted image. Fig. 10 (a) shows the RMSE (in terms of
angle) of the estimates for the surface normal of the par-
allel planar faces, as well as CV(RMSE) of depth against
different noise levels. Under a noise level of 1.0 pixel, the
RMSE (in terms of pixel) of distance between the estimated
vanishing point and the ground truth is 16.93 pixels. Com-
pared to the distance of 4352.7 pixels between the vanishing
point and the image center, the error is small and the refrac-
tion line constraint still holds, which is proved by the fact
that the RMSE of distance between correspondences in the
refracted image and the refraction lines is 1.26 pixels. The
reconstruction result is shown in Fig. 10 (c, d).

In the synthetic experiment of estimating the refractive
index of the medium, a third image of the bunny model was
captured with the transparent medium positioned in a differ-
ent pose. The orientations of the parallel planar faces of the
medium were estimated using correspondences between the
direct image and each of the two refracted images. The re-
fractive index of the medium and the 3D coordinates of all
the points were then obtained using correspondences in all
three images. Fig. 11 (a) shows the RMSE of the estimates
for the refractive index and CV(RMSE) of depth against dif-
ferent noise levels. The reconstruction result under a noise
level of 1.0 pixel is shown in Fig. 11 (c,d).

In estimating the sensitivity of depth with respect to the
refractive index, a synthetic experiment was carried out us-
ing varying refractive indices. Correspondences across a di-
rect image and a refracted image of the bunny model were
obtained, and used to estimate the depth. The ground truth
refractive index was 1.4, and the refractive indices used were
ranging from 1.25 to 1.55. CV(RMSE) of depth was mea-
sured and the reconstructed bunny models using five dif-
ferent refractive indices were shown in Fig. 12. The mean
depths for different refractive indices were also computed.
They differ from the mean depth for the ground truth re-
fractive index by −13.9 cm, −6.0 cm, 0 cm, 5.3 cm, and
10.6 cm for a refractive index of 1.25, 1.33, 1.4, 1.47 and
1.55 respectively. This echoes the third observation in Sec-
tion 4.1 that with all other parameters fixed, the estimated
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Fig. 9 Depth accuracy can be improved in three ways: (a) increasing the angle between the visual ray and the surface normal of the medium; (b)
increasing the refractive index; or (c) increasing the thickness of the medium.
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Fig. 10 Reconstruction of the bunny model using a direct image and a refracted image. (a) Estimation errors for the orientation of the parallel
planar faces of the medium and for the depths of points on the bunny model. (b) Original bunny model. (c, d) Two views of the reconstructed
bunny model.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

2

4

6

8

10

12

14

16

18

noise level [pixel]

C
V

(R
M

SE
) o

f d
ep

th
 [%

]

R
M

SE
 o

f r
ef

ra
ct

iv
e 

in
de

x

0.00
0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18
CV(RMSE) of depth [%]
RMSE of refractive index

(a) (b) (c) (d)

Fig. 11 Reconstruction of the bunny model using a direct image and two refracted images captured with the transparent medium in two different
poses. (a) Estimation errors for the refractive index of the medium and for the depths of points on the bunny model. (b) Original bunny model. (c,
d) Two views of the reconstructed bunny model.

depth increases monotonically with the refractive index. Fur-
thermore, with a larger refractive index, the reconstruction
result has a larger scale, as shown in Fig. 12 (b-d,f-h). We
also measured CV(RMSE) of depth after aligning the recon-
structed bunny models with the ground truth (by a similar-
ity transformation). CV(RMSE) of depth after alignment is
shown in Fig. 12 (e). It is shown that while the CV(RMSE)
of depth without alignment is relatively large if the refractive
index is not accurate (27% for a refractive index of 1.25),
CV(RMSE) of depth after alignment is still very small (less
than 1% for a refractive index of 1.25). It implies that the

shape of the reconstruction result has little distortion even
in the case of using an inaccurate refractive index. It can be
seen in Fig. 12 (b-d,f-h) that the reconstruction results using
different refractive indices have almost the same shape as
the ground truth. This fits human perception that when peo-
ple see an object through a thick glass block, they can only
feel little distortion. Also, note that the maximum difference
of refractive indices within the visible spectrum for the glass
used in the real experiments is only 0.018. If we consider the
CV(RMSE) for the range [1.4−0.018, 1.4+0.018], the error
is still quite small even without the alignment.
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Fig. 12 Sensitivity of depth estimates with respect to the refractive index. (a) CV(RMSE) of depth without alignment. (e) CV(RMSE) of depth
after alignment. (b) Ground truth bunny model. The rest of the figures show the reconstruction results using a refractive index of (c) 1.25, (d) 1.33,
(f) 1.40, (g) 1.47 and (h) 1.55.

6.2 Real Experiments

A common transparent glass (i.e., it is not of optical grade)
with parallel planar faces and a thickness of 4.9 cm (mea-
sured by a common ruler) was used in the real experiments.
Note that it follows from Eq. (10) that if the thickness of the
medium is unknown, scene depths can still be obtained up to
an unknown scale. In all of the following real experiments,
the focal length of the camera was 24mm, and the intrinsic
parameters of the camera were calibrated using [2].

In the first real experiment, one direct image and two re-
fracted images of a flower model were captured. The flower
model was segmented using [6] and had a resolution of 749×
1823. The segmentation result was used to filter out corre-
spondences outside the image of the flower model. Corre-
spondences between the direct image and each of the two re-
fracted images were first obtained using SIFT feature match-
ing [11], followed by a RANSAC [7] procedure to eliminate
outliers. In using RANSAC, two pairs of correspondences
were sampled to obtain the focus of refraction as the inter-
section of their refraction lines, and inliers were identified
by computing the distances between their refraction lines
and the focus of refraction. This procedure was carried out
to obtain correspondences between the direct image and the
first refracted image as well as between the direct image and
the second refracted image. The RMSE (in terms of pixel)
of distance between the estimated vanishing point for the

first refracted image and the ground truth is 362.09 pixels,
and the RMSE is 305.10 pixels for the second refracted im-
age. Compared to the distance of 5220.6 and 4078.9 pixels
between the vanishing point and the image center for the
first and second refracted images respectively, the errors are
small and the refraction line constraint still holds, which is
proved by the fact that the RMSE of distance between cor-
respondences in the first refracted image and the refraction
lines is 0.80 pixel, and the RMSE of distance between corre-
spondences in the second refracted image and the refraction
lines is 0.74 pixel. The correspondences across the three im-
ages were then established via points in the direct image,
and were used to estimate the poses and the refractive in-
dex of the medium. SIFT flow [10] was next used to ob-
tained dense correspondences between the direct image and
each of the two refracted images, which were then used to-
gether with the estimated medium pose and refractive index
to reconstruct the flower model (see Fig. 13). The experi-
mental result was also quantitatively compared against the
ground truth. In the experiment, the ground truth poses of
the medium were obtained by taking an image of a checker-
board pattern placed on the medium surface. The angle be-
tween the estimated surface normal of the medium and the
ground truth is 1.94◦ for the first pose and 2.17◦ for the sec-
ond pose. The glass, made up of PMMA, has a refractive
index range of [1.485, 1.503] within the visible spectrum.
The estimated refractive index is 1.382. The reconstructed
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Fig. 13 Reconstruction of a flower model. (a) A direct image of the flower model. (b,c) Two views of the reconstructed flower model. (d) A depth
map of the flower model.

3D points were also re-projected to the three images, and
the RMSE of the re-projections is 1.178 pixels.

Real experiment was also carried out using media with
different poses, thickness and refractive indices. In the ref-
erence experiment, the medium is made up of PMMA with
a thickness of 3 cm, and it was positioned with an angle
of 52.2◦ between the normal of the medium surface and the
principal axis. The reconstruction result is shown in Fig. 14 (2-
4). Fig. 14 (5-7) show the reconstruction result with the same
setting as the reference experiment except that the angle be-
tween the normal of the medium surface and the principal
axis was 38.3◦. Fig. 14 (8-10) show the reconstruction re-
sult with the same setting as the reference experiment except
that the thickness of the medium was 4.9 cm. Fig. 14 (11-
13) show the reconstruction result with the same setting as
the reference experiment except that the medium is made
up of crystal with a refractive index range of [1.539 1.560]

within the visible spectrum. The RMSE of the re-projection
errors of these four experiments were 1.880, 0.612, 2.056
and 1.867 pixels, respectively. It can be seen that recon-
struction accuracy is not guaranteed to be improved using
the three ways indicated in the synthetic experiments. For
instance, using a thicker medium recovers a visually bet-
ter result but with a larger re-projection error. The reason is
that although the reconstruction result can be improved us-
ing the three ways shown in the synthetic experiments under
the same noise level, in practice using different setting may
cause different noise levels due to light absorbtion and re-
flection. In particular, thicker medium has more absorbtion
and larger angle can cause more serious reflection effect.

In the third real experiment, the proposed method was
compared against a stereo method. One direct image and
one refracted image were used to reconstruct a cat model.
The orientation of the medium surface was estimated from
correspondences in the two images obtained using SIFT fea-
ture matching. SIFT flow was then exploited to obtain dense
correspondences across the two images, which were used to
reconstruct the cat model (see Fig. 15 (a)). The reconstructed
model was re-projected to the two images, and the RMSE of
the re-projections is 0.6525 pixel. The cat model was also
reconstructed using a standard stereo method using triangu-
lation with a baseline of 3.47 cm, 5.95 cm, 11.03 cm and
16.29 cm, respectively. Dense correspondences of the cat
model across the images were obtained similarly using SIFT
flow, which were then used to reconstruct the cat model by
triangulation [7]. In order to better compare the two meth-
ods, the first image of the cat model used in both methods
were identical. The experimental results with different base-
lines are shown in Fig. 15 (b-e). The re-projection errors
using the stereo method with different baselines are 0.7592,
3.2381, 4.9769 and 7.3162 pixels, respectively. It is shown
in Fig. 15 that the proposed method and the stereo method
with a baseline of 3.47 cm achieved the best results. This
can be explained by the fact that these two sets of images
are similar and good dense correspondences can be obtained
from SIFT flow. On the other hand, dense correspondences
are difficult to achieve in the case when the two images suf-
fered from large distortions due to translation, rotation and
occlusions.

Fig. 16 shows three additional reconstructions with an
RMSE of 0.8102 pixel (a), 0.8352 pixel (b), and 0.7520
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Fig. 14 Reconstruction of a flower model using media with different poses, different thickness and refractive indices. (1) A direct image of the
flower model. Reconstruction results using (2-4) reference experiment, (5-7) smaller angle between the normal of the medium surface and the
principal axis, (8-10) thicker medium, and (11-13) another medium with a higher refractive index.

pixel (c). Visually reasonable results were achieved in all
these three experiments. Note that the artifacts in the re-
constructions were mainly caused by inaccurate correspon-
dences obtained using the SIFT flow method.

7 Conclusions

A novel method for depth from refraction is introduced in
this paper. It is demonstrated that a transparent medium with
parallel planar faces can be used to recover scene depth. Two
images of a scene are captured by a camera with and with-
out placing a transparent medium between the scene and the
camera. Correspondences in images are then used to obtain
the orientation of the parallel planar faces of the medium
and the depths of scene points. It is further pointed out that
a third image with the medium positioned in another ori-
entation can be used to estimate the refractive index of the
medium. Experiments on both synthetic and real data show
promising results. With the proposed method, the pose and
refractive index of the transparent medium, and depths of

scene points can be estimated simultaneously. Nevertheless,
the proposed method suffers from the same intrinsic limita-
tion as other existing depth from refraction methods: it cor-
responds to a small baseline multiple-view approach. Hence
the proposed method can mainly be used to recover depth
for near scenes.
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A Forward Projection for Refracted Images

In the special case where the parallel planar faces of the transparent
medium are parallel to the image plane, the refracted projection of the

3D point P is obtained by directly projecting point P′ to the image
plane using the projection matrix (see Fig. 4). P′ is the intersection of
the line PP∗ and the line passing through O and S2. Suppose the co-
ordinates of P is (Px, Py , d) and the coordinates of P′ is (Px, Py , d′).
After applying simple trigonometrical transform to Eq. (6), we can ob-
tain the following expression for tan θ2:

tan θ2 =

√
tan2 θ1

(n2 − 1) tan2 θ1 + n2
. (16)

Substituting Eq. (16) into Eq. (4) gives

(n2 − 1)(d− w)2 tan4 θ1 − 2d(d− w)(n2 − 1) tanα tan3 θ1

+[n2(d− w)2 − w2 + (n2 − 1)d2 tan2 α] tan2 θ1

−2n2d(d− w) tanα tan θ1 + n2d2 tan2 α = 0.

(17)

Solving Eq. (17) gives the solution to tan θ1. Finally, d′ can be ex-
pressed as

d′ =
d tanα

tan θ1
. (18)

In the case where the parallel planar faces of the medium are not
parallel to image plane, the refracted projection of the 3D point in the
camera plane after rotation can be computed using the aforementioned
method. A planar homography can then transform the refracted projec-
tion in the camera plane after rotation to the refracted projection in the
original camera plane.
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Fig. 15 Comparison between the proposed method and a standard stereo method. (a) Reconstruction using the proposed method. (b-e) Reconstruc-
tions using a standard stereo method with a baseline of 3.47 cm, 5.95 cm, 11.03 cm and 16.29 cm, respectively. The first column shows the first
image used in both methods. The second column shows the refracted image used in the proposed method and the second images used in the stereo
method. The third column shows the reconstructed depth maps of the cat model. The last two columns show two views of each reconstruction.
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Fig. 16 Reconstructions of (a) Mickey Mouse, (b) McDull, and (c) a scene consisting of two toy models. The first column shows the direct image
of each scene; the second and the third columns show two views of each reconstruction; and the fourth column shows the recovered depth map of
each scene.
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